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Abstract

We have built light-controlled oscillators (LCOs) that mimic gregarious fireflies in the sense that their interactions are
episodic and almost pulse-like. The ability of the LCOs to synchronize their light emission constitutes a good experimental
setup to validate different models of populations of integrate-and-fire oscillators and to analyze the role of the interactions
and the spatial distribution of the LCOs. Experimental measurements on two and three interacting LCOs enable us to find
synchronization ranges despite intrinsic differences among the oscillators. We develop a mathematical model that we have used
to solve analytically the simplified case of two identical oscillators in which we have found synchronous and anti-synchronous
states. We have constructed the phase response curve for an LCO. Finally, we solved the model numerically finding that it
reproduces our different experimental results with two LCOs (master–slave interaction and mutual interaction) and three
interacting LCOs in a linear configuration.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

The phenomenon of synchronization has been studied in systems of very different nature varying from electronic
devices to chemical, biological and ecological systems[1–12]. It may be understood as an adjustment of rhythms of
self-sustained oscillators[13] that involves the development of a uniform rhythm in spite of intrinsic differences in
individual rhythms and often extremely weak mutual connections. In the simplest case, when a synchronous process
is achieved, the objects involved in this phenomenon start moving with the same frequencies in the presence of even
very weak interactions. In such cases, definite phase relations between oscillations are maintained[14].

Examples of temporal synchronization and rhythmicity of activities abound in group-living organisms. Different
classifications have been suggested. In the case where there is no leader (acting as an external pacemaker) in the
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group, we distinguish two categories of rhythmicity. The first involves activities for which the individuals show no
intrinsic rhythmicity but are rhythmic as a group, for exampleLeptothoraxants, whose colonies show synchronous
rhythmic bursts of activity approximately every 20 min[15]. The second category involves activities in which each
individual is rhythmic and the activity pattern becomes synchronized across the group. This category includes the
synchronized choruses of crickets and cicadas, bee respiration, the synchronization of human female menstrual
cycles and the synchronization of flashing among fireflies[16]. Thousands of fireflies gathered in certain swarm
trees begin flashing soon after sunset, and synchrony builds up slowly through the night[17–20]. Each firefly acts
as an intrinsic oscillator flashing at its own characteristic rhythm and is coupled to its neighbors through light
perceived from other flashing fireflies in the sense that the sight of a neighbor’s flash shifts the individual’s rhythm.
Synchronization is not imposed by any influence outside the system, such as a leader or external physical cue.
Instead synchronization comes from within, based upon local and simple interactions between fireflies: a firefly’s
light emission shifts the timing of its neighbor’s. The ability of a local group of synchronized individuals to capture
additional oscillators is a form of positive feedback. Recently, it has been reported that synchrony occurs in the
North AmericanPhoturis frontalis. These new results suggest that synchrony is common and pervasive rather than
rare and sporadic[21].

The present work has been motivated by analogy with the phenomenon of synchronization that occurs in biological
systems, in particular in groups of fireflies. The problem of synchronization among a population of oscillators has
received considerable attention (see e.g.[22]), in part because of its intrinsic mathematical interest and in part because
of the importance and ubiquity of such processes in biology[23–25]. Some of the research[25] has been inspired by
a subject of considerable medical importance, the origin of synchronicity in the heart’s natural pacemaker, a cluster
of about 10 000 cells called the sino-atrial node[26–28]. Mirollo and Strogatz[25] have mathematically analyzed a
population of oscillators interacting by means of a mechanism similar to that found inPhotinus pyralis. Their model,
however, makes some simplifying assumptions in the interest of mathematical tractability. They assume that all the
oscillators in the population are identical, that the oscillator is sensitive to incoming light impulses throughout its
charging cycle, jumping back instantly to zero when it fires, and that the increase in excitation is concave downward
as in the electrical analog, rather than linear as assumed by Buck and Buck[17] and Buck et al.[29]. Under these
assumptions, a population will become synchronized under almost all initial conditions. The system synchronizes
rather slowly at first, but then synchronization builds up more rapidly[25].

Other work, e.g.[24] has been devoted to the analysis of pulse-coupled oscillators, following the model introduced
by Mirollo and Strogatz with some variations such as the inclusion of inhibitory coupling. Although the analysis
of a population of identical oscillators makes the problem more tractable mathematically, we would really like to
know the properties of a system of realistic firefly oscillators, whose intrinsic flash frequencies are similar, but not
identical. This more complicated situation has been discussed frequently (see e.g.[4,30]). The main conclusion
is that, as the difference in the frequencies of the individual oscillators falls below a critical threshold, a portion
of the system suddenly synchronizes. The combined signal of this synchronization cluster stands out above the
background noise of random flashes and “captures” additional oscillators, further amplifying the collective signal.
This infectious positive feedback results in an epidemic of synchrony.

Our main concern here is the synchronization between oscillators that in most cases are quantitatively different.
This problem is very important in biological systems in which the oscillators in a group (e.g. fireflies of the same
species, neighboring neurons) have intrinsic non-identical frequencies. Many examples of synchrony and phase
locking of coupled oscillators have been documented in the literature but very few deal with the case of realistic pulse
coupling systems. In this paper, we study the phenomenon of synchronization in a real physical system composed of
LCOs coupled by light pulses. InSection 2, we present our oscillator, which is based on the construction proposed
by Garver and Moss[31]. In Section 3, we set up a model that describes the behavior of our oscillator in isolation
as well as the situation in which the devices interact; we also construct the phase response curve (PRC) for an LCO



256 G.M. Ram´ırezÁvila et al. / Physica D 182 (2003) 254–273

in order to characterize it. InSection 4, we analytically solve a reduced system of two identical oscillators. Finally,
in Section 5we compare the experimental and numerical results.

2. The oscillator

The LCO we use in our phase locking experiments consists of an LM555 chip wired (Fig. 1(a)) to function in
astable oscillating mode[32]. As such the LCO behaves as a relaxation oscillator whose period is related to the
charge and discharge of the two external RC circuits with resistancesRλ +Rγ andRγ (Fig. 1(a)). This astable mode
is simple to describe. The LM555 combines three functions. Firstly, it measures the voltage across the capacitorC.
Secondly, it may or may not establish a short-circuit across the RC components. Finally, it produces an on–off signal
at its output. When the short-circuit is established, the capacitor discharges throughRγ .Without the short-circuit,
the capacitor charges throughRλ + Rγ . It switches from the discharging state to the charging state when it detects

Fig. 1. (a) Block diagram of the LCO and schematic view of the coupling between LCOs. (b) Signal at the terminals of the timing capacitor. The
values used are:Rλ = 100 k�, Rγ = 1.6 k� andC = 0.47�F. The thresholds areVM/3 = 3 V and 2VM/3 = 6 V. (c) View of a single LCO.
(d) LCOs arranged for mutual interaction.
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a third of the supply voltage (VM/3) and it returns to the discharging state, when it detects 2VM/3. The circuit
triggers itself and the output waveform takes the form of a pulse signal with minimum and maximum values set at
VM/3 and 2VM/3, respectively (Fig. 1(b)).Rλ andRγ can be modified manually and are used to preset the two time
intervals of the period. The period is the sum of two unequal time intervals: the longer interval, related to the time
constant 1/λ = (Rλ + Rγ)C, corresponds to the charging time of the capacitor; the shorter interval corresponds
to the discharge of the same capacitor and is related to 1/γ = RγC. The charging and the discharging stages are
described by the equations:

dV

dt
= λ(VM − V) (charge),

dV

dt
= −γV (discharge). (1)

Photo-sensors wired in parallel withRλ andRγ [31] modify both time constants when illuminated. A pulse of
IR light is produced at each period, lasting for the shorter discharging state. The IR light beam is directed to the
photo-sensors of the neighboring LCOs (Fig. 1(a)), establishing optical coupling. Depending on the phase difference
between interacting LCOs, an IR flash causes a neighbor to shorten the longer part of its period (phase advance)
and to lengthen the shorter part (phase delay).

To achieve global synchrony, the time constants of each of the LCOs had to be adjusted in the dark so that
the longer and shorter parts of their periods would be fairly similar. We refer to these periods as “dark periods”
(natural periods), i.e. where there is no interaction between neighboring LCOs. Darkness is obtained by masking
the photo-sensors mechanically. Each LCO is equipped with removable masks, making it possible to preset their
dark period in a reproducible way; this allows us to determine synchronization ranges and the corresponding phase
dependence with adequate accuracy[33,34]. Experimentally, we can study several LCO’s configurations: in a line,
in a square, in a cross or in a lattice (Fig. 1(d)), but in this paper we have only performed phase difference measures
for two and three LCOs in a line, in which we had to pay attention to the distance (d) between the LCOs since it
determines the strength of the optical coupling.

Using the physics related to the explanation of our oscillator (charge and discharge of the external RC circuits
and the optical coupling), we can formulate a simple model that describes the functioning of individual and coupled
LCOs.

3. Model

The mathematical model is linked to the dual state structure of the LCO’s period. We describe the state of theith
LCO state by the binary variableεi(t):

εi(t) = 1 : extinguished LCO (charging stage), εi(t) = 0 : fired LCO (discharging stage).

A “blind” LCO, isolated from any external light likely to modify its period, may be described during its charging
and its discharging processes by standard equations for the capacitor that we introduced inSection 2:

dVi(t)

dt
= λi(VMi − Vi(t))εi(t),

VMi

3
≤ Vi(t) ≤ 2VMi

3
, εi(t) = 1,

dVi(t)

dt
= −γiVi(t)(1 − εi(t)),

2VMi

3
> Vi(t) >

VMi

3
, εi(t) = 0. (2)

The transition between the two states constituting the LCO’s period is described by the following relation:

If Vi(t) = VMi

3
and εi(t) = 0, then εi(t+) = 1, If Vi(t) = 2VMi

3
and εi(t) = 1, then εi(t+) = 0.

(3)
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Solving the charge and discharge equations in(2) and using(3), we can find the natural periodT of an LCO:

T = tλ + tγ = (Rλ + 2Rγ)C ln 2,

where

tλ = (Rλ + Rγ)C ln 2 (integrating stage of the period)

and

tγ = RγC ln 2 (firing stage of the period)

are the durations of the charging and discharging processes, respectively.
When the LCO’s optical sensors are not blinded, the period of an LCO may be modified by the surrounding

light and by the IR light beams of neighboring LCOs. Letβij be the change in dVi/dt of LCOi due to the IR light
produced by LCOj. Let δij indicate whether or not there is an interaction between LCOi and LCOj: δij = 1 when
there is an interaction,δij = 0 when there is no interaction, andδii = 0 always, to denote no self-interaction. We
can then write:

dVi(t)

dt
= λi(VMi − Vi(t))εi(t) − γiVi(t)[1 − εi(t)] +

N∑
j=1

βij δij [1 − εj(t)], i, j = 1, . . . , N. (4)

Note that the interaction term is active only when at least one of the other LCOs is discharging. In this model and
for our experiments, we will consider symmetric interactions, such thatβij = βji .

3.1. Phase response curves

A PRC is a plot of the magnitude of the phase shift due to a pulse versus the time at which the pulse was applied.
Usually, PRCs are used in research dealing with circadian rhythms[35–37]but also they are used to a great extent
in other biological oscillators[38–40]. The goal of this subsection is to characterize our LCO with this classical
tool that enables us to examine how a perturbation shifts the phase of the oscillator. The phase shift is defined as
[39,41]:

�(φ) = T − T ∗(φ)
T

, (5)

whereT represents the natural period andT ∗(φ) the new period of the oscillator being perturbed. In order to
show clearly how the PRC can be obtained for an LCO, we define an arbitrary zero phase for the LCO signal; for
convenience, we take it to be when the signal is just in the middle of the thresholds in the discharging stage, so
it has the voltage valueVM/2 (usually, the zero phase is taken just after the voltage peak as in[34]). This choice
enables us to take into account the regions where there are transitions from one stage to the other; these regions are
particularly interesting because during a transition there can be both effects: advance or delay in the phase. The last
was shown experimentally in[33,34].

We begin by defining some parameters that we will use to determine the period of the signal (Fig. 2(a)). We
remark that in order to show the transition regions clearly,Fig. 2has been obtained using a value of 16 k� for Rγ ,
which constitutes 10 times the usual experimental value. A perturbation applied to the oscillator will generate either
an advance or a delay in the phase and it is a function of the magnitude and the timing of the perturbation[41]. In
(5), �(φ) is positive (negative) if the perturbation acts to advance (retard) the time of the next event[41]. For our
LCOs, we can compute the PRCs exactly. Considering the equations of the model, we can integrate the equation for
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Fig. 2. (a) Parameter definition to determine the PRC.tE1 andtF1 represent the LCO’s extinction time and the LCO’s firing time, respectively
(without perturbation). (b) PRC obtained from analytical solution of the LCO’s differential equations. Points 1, 2, 3, and 4 are related tot

∗(2)
E1 ,

tE1, t
∗(4)
F1 , andtF1, respectively (see text).

an LCO when a perturbationβ (interaction strength) acts during a short time intervalτ = tf − t0, t0 andtf , being
the times when the stimulus begins and finishes, respectively. The solutions are

V(t) = V(t0)e−λ(t−t0) +
(
VM + β

λ

)
(1 − e−λi(t−t0)), (6)

when the perturbation acts on the charging stage, and

V(t) = V(t0)e−γ(t−t0) + β

γ
(1 − e−γi(t−t0)), (7)

when it acts on the discharging stage. Firstly, we define some useful parameters for our description. LettE1, tF1 be
the times when the LCO achieves its lower (VM/3) and its upper threshold (2VM/3), respectively, when there is
no perturbation. Similarly,t∗E1, t

∗
F1 are the times when a stimulus is acting on the LCO. The constantstλ (duration

of the charging stage) andtγ = tγ1 + tγ2 = ( ln(3/2)/γ) + ( ln(4/3)/γ) (duration of the whole discharging stage),
wheretγ1 andtγ2 are the times taken to go fromVM/2 toVM/3, and from 2VM/3 toVM/2, respectively. Second,
we can identify defined regions that appear due to the discontinuity of the model. We shall findT ∗ related to each
region.

Region1: If 0 ≤ t0 < t
∗(2)
E1 − τ, then

T ∗(φ) = t
∗(1)
E1 + tλ + tγ2, (8)

where

t
∗(1)
E1 = 1

γ
ln

[
3

2
+ 3β

VMγ
(eγtf − eγt0)

]
.

Region2: If t∗(2)E1 − τ ≤ t0 < tE1, then

T ∗(φ) = t
∗(2)
F1 + tγ2, (9)

where

t
∗(2)
E1 = tγ1 + 1

γ
ln

(
VMγ − 2β eγt0

VMγ − 3β

)



260 G.M. Ram´ırezÁvila et al. / Physica D 182 (2003) 254–273

and

t
∗(2)
F1 = 1

λ
ln

[
2 eλt

∗(2)
E1 + 3β

VMλ
(eλt

∗(2)
E1 − eλtf )

]
.

Region3: If tE1 ≤ t0 < t
∗(4)
F1 − τ, then

T ∗(φ) = t
∗(3)
F1 + tγ2, (10)

where

t
∗(3)
F1 = 1

λ
ln

[
2 eλtE1 + 3β

VMλ
(eλt0 − eλtf )

]
.

Region4: If t∗(4)F1 − τ ≤ t0 < tF1, then

T ∗(φ) = tγ + 1

γ
ln

[
2

3
eγt

∗(4)
F1 − β

VMγ
(eγt

∗(4)
F1 − eγtf )

]
, (11)

where

t
∗(4)
F1 = 1

λ
ln

(
2VMλeλtE1 + 3β eλtf

VMλ + 3β

)
.

Region5: If tF1 ≤ t0 ≤ T , then

T ∗(φ) = tγ + 1

γ
ln

[
2

3
eγtF1 − β

VMγ
(eγt0 − eγtf )

]
. (12)

To construct the PRC, we can joinEqs. (8)–(12)in the form of a piecewise equation or integrate numerically the
differential equations of the model.Fig. 2(b) shows a typical PRC obtained for an LCO; this is slightly different
to a typical integrate-and-fire PRC[41] because LCO’s phase can both advances and retards. As could expect, the
shape of this curve is not smooth due to the discontinuities of the model. We observe four points where the shape
of the curve changes dramatically.

Fig. 3shows how the phase advances or is delayed due to a perturbation.
In Fig. 4, we show some PRCs for different strengths and different durations of the stimulus. We can observe

that as could be expected, the PRCs are modified by both the strength and the duration of the stimulus. Finally, it
could be possible to construct the phase transition maps in order to use these to couple the PRCs and analyze the
synchronization by these means. However, in this paper we only work with analytical solutions for two identical
LCOs (seeSection 4) and numerical integration that shows a good agreement between numerical and experimental
results (seeSection 5).

4. Two identical oscillators

Here we analyzeEq. (4)for two identical coupled oscillators (λ1 = λ2 = λ, γ1 = γ2 = γ, VM1 = VM2 = VM).
We neglect the modification in the discharging process due to the interaction, i.e. the time∆ of the discharging
process (duration of an interaction) remains constant and equal to the duration of the light pulse of an isolated
LCO (∆ = tγ = ln 2/γ). The voltage across the timing capacitor is computed for each of the interacting LCOs;
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Fig. 3. Effects of a stimulus in an LCO. In each graph, the perturbation is represented by vertical lines and the region where the signal reaches
the entire cycle is magnified showing whether the phase is advanced or delayed. (a) Stimulus in region 1 and its effect on phase is equivalent to
one in region 5, it delays the LCO’s phase. (b) Region 2 (transition discharging–charging stage); there can exist advance or delay in the LCO’s
phase. (c) Region 3, only advance of the LCO’s phase. (d) Region 4, similar behavior as in (b), advance or delay of the LCO’s phase.

Fig. 4. PRCs for an LCO when the parameters are:Rλ = 100 k�, Rγ = 1.6 k� andC = 0.47�F. (a) Different strengths when the stimulus
duration isτ = 100�s. (b) Different perturbation durations when the strength isβ = 166.
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the solution when LCOj is acting on LCOi, the latter being in its charging stage is obtained rewriting(6) with t0

replaced bytFj:

Vi(t) = Vi(tFj)e−λ(t−tFj) +
(
VM + β

λ

)
(1 − e−λ(t−tFj)), (13)

wheretFj is the flashing time of LCOj, i.e. when the interaction with LCOi begins, andVi(tFj) is the voltage of
LCOi at timetFj.

Assuming that the interaction time is short and the interaction between oscillators is sufficient (|β| > |λ|) to
dominate the solution(13), we approximate the effect of the interaction over the charging cycle by dVi(t)/dt = β,
obtainingVi(t) = Vi(tFj)+ βt. This enables us to work with simple expressions that are not too far from the results
obtained from the numerical solution. These simplifications are used throughout this section.

Firstly, we describe a situation where the short impulses overlap (Fig. 5). The phase difference�φ between the
oscillators is proportional to the time difference between their flashing timestF1, tF2, or between their extinction
timestE1, tE2. Taking this into account, the phase differences during the first and second firings are given by

T

2π
�φ12 = tF1 − tF2 = VM

3β

V02 − V01

VM − V02
,

T

2π
�φ′

12 = VM

3β

V02 − V01

2VM − 3V02 + V01
.

Further calculation yields:

T

2π
�φ

(n)
12 = VM

3β

[
V02 − V01

2n−1VM − (2n − 1)V02 + (2n−1 − 1)V01

]
< ∆, (14)

whereV01 andV02 are the initial conditions for LCOs 1 and 2, respectively. Asn tends to infinity, the phase difference
tends toward zero, which indicates perfect overlapping of the signals with phase locking between the LCOs. Setting

Fig. 5. Overlapped signals show us the tendency toward zero phase difference. (a) Evolution of the LCO’s signals when the short impulses
overlap. The shape of the signals are magnified in (b), (c) and (d) for the first, second and third firing regions, respectively.
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Fig. 6. (a) Non-overlapping signals for two identical oscillators.tF andtE indicate the time of flashing and extinction, respectively. (b) Subsequent
synchronous state (�φ

(n)
12 → 0) when the initial conditions wereV01 = 4.0 V andV02 = 5.5178 V. (c) Anti-synchronous stationary state

(�φ12 = �φ
(n)
12 = constant) when the initial conditions wereV01 = 4.0 V andV02 = 5.5181 V. The parameter values are the same that we used

in Fig. 4.

β∆ = x, we can find a condition forV02 when the signals overlap in the short part of the period:

V02 <
VM(3x + V01)

VM + 3x
. (15)

On the other hand, if the signals do not overlap (Fig. 6(a)), the inequality(15)reverses and the phase difference may
evolve as�φ12 � �φ′

12. Taking into account the approximation mentioned earlier, we can write the expressions
for the LCO’s signals for each region explicitly. For instance, whenV02 > V01, we obtain the solution for the first
charging process and the discharging process of LCO2:

V2 = V02 e−λt + VM(1 − e−λt), V2 = 2
3VM e−γ(t−tF2) (16)

and for the first charging process of LCO1:

V1 = [VM(1 − e−λtF2) + V01 e−λtF2 + β(tE2 − tF2)] e−λ(t−tE2) + VM(1 − e−λ(t−tE2)). (17)

Using the expressions above, we find that the equations for the flashing and extinction times are

tF2 = −1

λ
ln

[
VM

3(VM − V02)

]
, tE2 = ln 2

γ
+ tF2,

tF1 = −1

λ
ln

[
VM/3

(VM − V01)e−λtF2 − β(tE2 − tF2)

]
+ tE2, tE1 = ln 2

γ
+ tF1. (18)
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The general equations (n = 2, . . . ) are obtained by recurrence:

t
(n)
F2 = 1

λ
ln

[
2 e−λ(t

(n−1)
F1 −t

(n−1)
E2 ) − 3x

VM

]
+ t

(n−1)
E1 , t

(n)
E2 = ln 2

γ
+ t

(n)
F2 ,

t
(n)
F1 = 1

λ
ln

[
2 e−λ(t

(n)
F2 −t

(n−1)
E1 ) − 3x

VM

]
+ t

(n)
E2 , t

(n)
E1 = ln 2

γ
+ t

(n)
F1 . (19)

With these expressions, and using the fact that phase and time differences are related by�φij = 2π(tFi − tFj)/T ,
we can find and compare the successive phase differences�φ12 and�φ′

12, and since�φ12 � �φ′
12 we obtain:

(V02 − y+)(V02 − y−) � 0, (20)

where

y± = VM + 3x

4VM

(VM − V01)


1 ±

√
1 + 2

(
2VM

3x

)2

 . (21)

The only acceptable solution, imposed by the experimental conditions isy−; y+, being greater thanVM , is discarded.
y− corresponds to an unstable stationary anti-synchronous regime without phase locking, with�φ12 = �φ′

12.
Indeed, ifV02 = y−, (V02 − y+)(V02 − y−) = 0 and the LCOs do not change their phase differences, and if
V02 
= y−, the phase difference tends to decrease or increase until the signals overlap corresponding to phase
locking. Summarizing:

if V02 < y−, (V02 − y+)(V02 − y−) > 0, the phase difference decreases,

if V02 > y−, (V02 − y+)(V02 − y−) < 0, the phase difference increases.

The latter was found with the conditionV02 > V01. Nevertheless, analogous results can be obtained considering
V01 > V02:

(V02 − z+)(V02 − z−) � 0, (22)

where

z± = VM − 3x

2VM

(VM − V01)


1 ±

√
1 + 2

(
2VM

3x

)2

 , (23)

z+ being the only acceptable solution sincez− > VM must be discarded.V02 = z+ corresponds to the anti-
synchronous stationary state. Otherwise, as in the preceding case, the phase difference increases or decreases but it
always tends to the overlapping situation with phase locking.

Now, if we label one of the oscillators as the “reference LCO” (LCOref), the description of the other oscillator
can be carried out in terms of LCOref. This enables us to write a general solution obtained under the condition that
phase difference remains constant and the constraints imposed by our experimental conditions are applied:

V±
0 =




VM − 3x

2VM

(VM − V0ref)


1 +

√
1 + 2

(
2VM

3x

)2

 if V0 < V0ref,

VM + 3x

4VM

(VM − V0ref)


1 −

√
1 + 2

(
2VM

3x

)2

 if V0 > V0ref.

(24)
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Fig. 7. Synchronization criterion for different interaction values: (a)β = 166.0, and (b)β = 1270.9. The parameter values used are the same as
in Fig. 4.

Indeed, in(24) we had two solutions for each initial condition (V+
0 , V−

0 ) since the fact that�φ12 = �φ′
12 results

in a quadratic equation but the only acceptable solutions according to the experimental parameters areV+
0 , related

to z+ whenV0 < V0ref andV−
0 related toy− whenV0 > V0ref. Actually, the region of interest is constrained

to [VM/3,2VM/3] on each axis. Thus forVM = 9.0 V (voltage source value), the plot must be constrained to
[3.0,6.0] V (Fig. 7). Thus, the anti-synchronous state can be obtained by starting the computation with LCOs’
assigned appropriate initial conditions. We constructed two areas working with different strength valuesβ. The
intersections of the lines sketched from the extremal points delimit an area which increases with the strengthβ,
indicating a region of synchronization (seeFig. 7). The area can be calculated by straightforwardly replacing the
extremal values inEq. (24). TakingV−

0 = 2VM/3 andV+
0 = VM/3, we obtain the abscissas:

V−
0ref = VM + 4V 2

M

9x(1 −
√

1 + 2(2VM/3x)2)
, V+

0ref = VM − 4V 2
M

9x(1 +
√

1 + 2(2VM/3x)2)
.

Then l = V+
0ref − V−

0ref = x = β∆ is the side length of the square area depicted inFig. 7. If we take the initial
conditions included in this area, we can affirm that there will not exist an anti-synchronization point and the system
will always tend toward a phase locked state. We observe that the depicted area decreases when the strength of
the coupling also decreases. In the limit asβ → 0, there will be only one intersection point, indicating that both
oscillators should have the same initial conditions in order to have the same frequency, i.e. under these conditions
there will exist a synchronization state achieved instantly (without phase locking).

Numerical integration confirms analytical results showing that there exists forβ > 0 initial conditions corre-
sponding to an unstable anti-synchronous state. We can observe this in the top plots ofFig. 8, where we have
represented the trajectories obtained by numerical integration for a situation in which the system remains in its
anti-synchronous state. It is well known that the local stability of a state is determined by small perturbations
[39,42]. If a state is reestablished, then it is stable as in the most cases of two identical coupled LCOs. If, on the
other hand, a small perturbation induces a change in the dynamics (phase space) so that the original dynamics is not
reestablished, then the state is unstable, as in the case of two identical coupled LCOs in anti-synchronization, where
a perturbation has the consequence that the trajectory in the phase space changes with the tendency toward the limit
cycle. The anti-synchronous state is unstable because a small perturbation takes the system out of its initial state
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Fig. 8. Representation of the evolution of trajectories in the phase space for two identical coupled LCOs. Top: initial condition (V0 = 4.0 V,
V0ref = 5.5181 V) related to an anti-synchronous state. Bottom: initial condition (V0 = 4.0 V, V0ref = 5.5178 V) viewed as a small perturbation
of the anti-synchronous state. We can clearly note the tendency toward the limit cycle.

with consequent evolution towards the limit cycle shown inFig. 8(bottom). These results confirm our analysis using
(20) and (22). In Fig. 9, we observe as well that if we are near the anti-synchronization point (initial conditions)
there is a dramatic rise in the synchronization time, suggesting that this point is unstable because small perturbation
allows the system to achieve in-phase synchronization. We also note fromFig. 9that same strengths drive the system

Fig. 9. Synchronization time as a function of the initial condition of the reference LCO. (a) Different initial conditions of one LCO using
β = 166.0. We observe that for a particular initial condition, in this caseV0 = 4.75 V, included in the area depicted inFig. 7(a), the system
never reaches the anti-synchronous state. (b) Different interaction strengths whenV0 = 4.0 V. The parameter values are the same as inFig. 4.
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to synchronize with the same mean time. Finally, we can see that the synchronization timets decreases with an
increase in the strengthβ asts ∝ β−1, and the graph of synchronization time as a function of the reference LCO
initial condition confirms the criterion presented inFig. 7. To conclude, we must point out that the analytical results
obtained in this section are in close agreement with the numerical results obtained using(3) and (4), despite the
simplifications introduced for this analysis.

The existence of in-phase and anti-phase synchronous states obtained from this simplified analysis coincides with
the well-known results for two nearly identical clocks, in which both in-phase and anti-phase synchronization were
reported[14], or the same results as stated in[23], where the coupled oscillators are viewed as identical components
of a central pattern generator. The number of stable and unstable states and their phase differences may vary when
the coupling and the dynamics of the oscillators are more complex.

Combination of these factors can clarify certain aspects (e.g. measurement of synchronization time, existence of
unstable states) that are not easily solved by experiment.

5. Experimental measurements and comparison with the model

From an experimental point of view, synchrony between two or more oscillators is achieved if it is possible to
observe stable phase differences between them. In practice, we perform phase measurements with 0.1% precision
using Tektronix TDS 3012 oscilloscopes[33]. We measure the LCO phase changes caused by manual modifications
of the period of one of the oscillators (reference LCO) (seeSection 2), thereby determining the range in which
phase locking is maintained, i.e. the synchronization range (�T ). Several situations were studied: master–slave
configuration, two interacting LCOs and three interacting LCOs in line. Despite the differences between them,
synchronization is reached and it exhibits robustness under environmental perturbations or intrinsic statistical
variations.

5.1. Measurements on a set of two LCOs

The simplest interaction is a one-way coupling that occurs when a master-LCO illuminates a slave-LCO. The
one-way coupling may be implemented very simply by masking the master’s photo-sensors. In practice, we also
used a pulse generator (PG) acting as the master oscillator[33] in which the period and the pulse width can be
modified independently.

5.1.1. Master–slave LCOs, equal-width coupling-pulse
The situation is explained inFig. 10, showing the synchronization range, seen as a domain delimited by two

thresholds beyond which the LCOs cannot synchronize any more, determined experimentally and numerically for
a master–slave configuration. Except for the one-way setting, the equal-width coupling-pulse interaction is close
to the usual coupling between mutually interacting LCOs, where coupling-pulses of similar width are the rule.
Fig. 10(a) shows that the phase locking range contains only positive phase differences.

5.1.2. Master (PG)–slave (LCO), narrow coupling-pulse
To analyze the coupling mechanism, we reduced the coupling flash (PG width pulse) to a quarter of its usual value.

The positive phase differences involve a synchronization mechanism using the master’s narrow flash to shorten the
integrating stage of the slave’s period. The negative phase differences show that phase locking may also be achieved
by lengthening the firing stage of the slave’s period. ComparingFig. 10(b) with the situation inSection 5.1.1, which
shows only one polarity (phase differences positives), we deduce that the lengthening of the shorter part of the
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Fig. 10. Synchronization range in a master–slave situation. (a) Phase difference as a function of the master LCO’s period. Experimental (�) and
model (–) results are superimposed. The parameter values used for these measurements were:VMs = 8.95 V, VMm = 8.96 V, tγs = 499.8�s,
tγm = 500.4�s,Ts = 30.11 ms,β = 166.0, d = 4.85 cm. (b) Phase locking for a slave-LCO driven by a PG. The parameter values used were
VMs = 8.99 V,VMm = 9.04 V, tγs = 446�s, tγm = 112�s,Ts = 31.12 ms,β = 1270.9 andd = 1.85 cm.

period is of secondary importance in relation to the usual phase locking mechanism[33,34], which justifies the
simplification used inSection 4.

5.1.3. Dual interaction setting
Both LCOs have the same mutual influence; they act on each other in the same way with equal strength, so they

are interchangeable. The synchronization range (Fig. 11(a)) contains phase differences of both polarities, and the

Fig. 11. Measurements of two LCOs with the same mutual influence. (a) Synchronization range. Experimental (�) and model (–) results of the
synchronized phase differences as a function of the reference LCO’s period. (b) Synchronization period as a function of the reference LCO’s
period. The experimental values for the parameters wereVM1 = 8.95 V, VM2 = 8.96 V, tγ1 = 499.8�s, tγ2 = 500.4�s, T1 = 30.11 ms,
β = 166.0 andd = 4.85 cm.
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plot has an obvious symmetry confirming that the two LCOs are interchangeable.Fig. 11(b) shows that the period
common to the two synchronized LCOs reaches a maximum value when the phase difference vanishes. Indeed, for
zero phase difference, the coupling light pulses overlap, which results in lengthening of the firing stages and almost
no shortening of the integrating stages. It is worthwhile to note that the synchronization range (�T ) becomes larger
when the strengthβ increases, the relationship between them being�T ∝ β ∝ d−2, whered denotes the distance
between the light transmitter and the receptor of the interacting oscillators. For short distances (e.g. 2 cm) and large
β, two LCOs with very different natural periods (up to 15% difference) are still able to synchronize.

Combining these considerations with results on synchronization time fromSection 4, it is clear that the distance
between LCOs plays an essential role in the establishment of phase locking. For distances near to the threshold, the
synchronization time can be large. In this case, the system is not very robust, in the sense that if a perturbation acts
on it, phase locking is broken and the system will take a lot of time to recover synchrony again.

It is interesting to note that a system composed of individuals with the same mutual influence shows a larger
synchronization range than a master–slave system. This indicates that mutual interaction affords greater robustness
to the system than a driven unidirectional interaction (master–slave).

In our experiments, we observed as expected only the synchronous state because the anti-synchronous state is, as
we previously showed, unstable. Other experimental studies on coupled oscillators show the existence of multiple
phase locked states[43,44] and in the case of identical oscillators, the coexistence of in-phase and anti-phase
solutions. It is clear that our oscillators and the coupling involved are different to the Chua’s-like circuits used in
[44] in the sense that the LCOs are relaxation oscillators and the interactions are pulsatile.

5.2. Three interacting LCOs in line

For sets of more than two LCOs, it is mandatory to specify the position of the reference LCO in the interacting
ensemble. The measurements were obtained with a set of three LCOs in line: LCO1 ↔ LCO2 ↔ LCO3, the only
possible experimental configuration, the reference being LCO2. The phase locking ranges were measured using
two oscilloscopes triggered by the reference LCO2 [33]. There is an obvious symmetry in this case because the
natural periods of LCO1 and LCO3 are similar.Fig. 12shows that the phase differences can take either positive or
negative values and�φ12 and�φ32 are always of opposite polarity, suggesting that LCO1 and LCO3 are indeed
interchangeable. However, before synchronization has set in, it is not possible to foresee the mutually exclusive
polarities, showing that a bifurcation-like phenomenon is present. Doing numerical integration, these states are
dependent on the initial conditions. Experimental and theoretical results show that the synchronization range is
similar in this situation compared to the case of two interacting LCOs. At the same time, numerical results show
that the synchronization range can change with the configuration (for example, in the case of two, three, five and
seven oscillators in line, the synchronization range�T represents approximately 3% of the other LCOs’ periodT ;
for three equidistant oscillators in mutual interaction (ring configuration),�T ≈ 0.06T ; and for five oscillators
arranged in a cross (i.e. there is one LCO that is able to interact mutually with the other ones and the other four
LCOs are not able to interact with each other),�T ≈ 0.09T . For all cases, the distance considered is the same as
that used in our experiment with three interacting LCOs in line.

Other experimental studies with three nearly identical oscillators deal principally with coupled oscillators in a
ring configuration; e.g. in[45] (cited by Pikovsky et al.[13]) there are three stable synchronous configurations: in
the first, all oscillators are synchronized in-phase, in the second, they are shifted in phase by 2π/3 with respect to
the neighbor, and in the third, only two elements have the same phase. In[46,47], the system exhibits the in-phase
and out-of-phase modes as well as multistability. In the coupled systems described above, the coupling is made via
resistors or capacitors, in our case, the coupling is via light impulses. Another difference is that in our experiments,
the coupling configuration is linear and not in a ring. Comparing our observations with the results in[45] (cited by
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Fig. 12. Synchronization range for three interacting LCOs in line. Comparison between the experimental measurements (� for �φ12, + for
�φ32) and the mathematical model (–) for the phase locking region. The parameter valuesVM1 = 8.94 V, VM2 = 8.99 V, VM3 = 8.94 V,
tγ1 = 580.1�s, tγ2 = 570.1�s, tγ3 = 577.3�s,T1 = 33.98 ms,T3 = 33.99 ms,β = 166.0 andd = 4.85 cm.

Pikovsky et al.[13]), we can say that when we approach the situation in which the three LCOs are nearly identical,
we expect to obtain only one synchronous state with nearly zero phase difference. We suspect the existence of
out-of-phase modes, but as in the case of two identical coupled LCOs, the range of initial conditions to achieve this
state may be very narrow compared to the case of nearly in-phase synchronization. In[46,47], there is an analogy
with our experiments, in the sense that one of the elements is detuned but the type of coupling is quite different, as
well as the results.

6. Discussion and perspectives

The interest of the LCOs developed in this work lies in their simplicity. This allowed us to perform a detailed
experimental study of how the LCOs synchronize[33], determine the synchronization range and the limits in which
the system achieves a stable phase locking state, and finally develop a mathematical model based on the physical
hardware which reproduces the experimental results.

This study of interacting LCOs has primarily been based on detailed observation of the individual phases as a
function of the global parameters when the LCOs are coupled together to form a synchronized ensemble.

In this work, we have deliberately restricted our measurements, analysis and simulations to the study of phase
locking between “similar” LCOs (1:1 synchronization), corresponding to firefly systems or potential technical
applications (although it is evident that it could be extended to other synchronous regimes of arbitrary ordern:m
and analyze the transitions between quasi-periodicity and phase locking by means of Arnold tongues, in the plane
frequency (ω), coupling strength (β)). The latter could be obtained by manually tuning the LCOs’ period.

Detailed quantitative observations of the phase locking between two LCOs emphasize the characteristics of the
synchronization in an empirical way, giving the features that a theoretical model has to match. The model we present
is based on the same physics that is involved in the LCO’s electronics; it is reliable and can be used to explore
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situations that are not easily reproducible by experimental means. The mathematical analysis of the interaction
of two identical LCOs shows that one has to consider two states: regular in-phase synchronization, showing the
generalized tendency of the system to become synchronized, and an unstable state in which the system remains in
anti-phase, rarely observed in the laboratory.

There is a nice analogy between LCOs and biological oscillators, and especially with social synchronization. Our
results show that, despite intrinsic differences between LCOs, synchronization may be produced. This robustness
is biologically important. Indeed, in a population, each individual has its own frequency, which is genetically or
physiologically imposed. The simple interactions between the oscillators are enough, despite their differences, to
produce synchronization. A consequence of this robustness would be the discovery of numerous natural systems
governed by self-organized synchronization[16].

The results show that, the greater the symmetry of the interactions between oscillators, the easier and more
robust the synchronization. Indeed, LCOs having the same rank (symmetrical interaction) are more robust (they
tolerate higher intrinsic differences between their members to produce synchronization) than master–slave systems
(asymmetrical interactions). The coupling depends on the distance between the LCOs and their configuration. There
is a balance between inter-individual distances and the intrinsic differences between LCOs: the smaller the distance,
the greater will be the difference between LCOs that is tolerated to produce synchronization.

Finally, as concluding remarks, we can point out that several technological systems could benefit from the concepts
of synchronization and robustness. One of them involves collective robots, in which internal communication allows
teammates to coordinate their movements and to generate spatial patterns. A classical problem is the synchronization
of autonomous sensors distributed in the environment. This work is inspired by biological synchronization. One
of the main questions in social biology is to understand the link between individual and collective behavior. Later
results could lead us to propose a similar approach for the study of small groups of synchronized animals. Moreover,
an elegant way to identify individual behavior would be the study of dynamics in a small mixed group of animals
and robots[48] similar to LCOs and look at the response of the group when we change the behavior of the LCOs.
The latter constitutes one of our research directions at present.
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